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F
or about two decades, carbon nano-
tubes have been envisioned as one
of the most promising materials in

nanotechnology.1�3 In particular, SWCNTs
possess a number of astounding electrical,
optical, and mechanical properties4 with
the potential to revolutionize several fields
such as electronics, materials science, and
medicine through their implementation in
sophisticated devices (e.g., single-electron
transistors),5 nanocomposite structures
(e.g., nanotubes in polymeric matrices),6 and
new diagnosis and therapeutic procedures
(e.g., nanotube-based biosensors).7 Geome-
trically, a carbon nanotube is obtained by
bringing together two points in a graphene
sheet, rolling it into tubular form. Selection
of different points results in different helical
patterns of the nanotube wall.8 A way to
describe this helicity is with the chiral angle,
which spans values from 0 to 30�. The low-
est value corresponds to a zigzag nanotube
and the highest to an armchair nanotube.
Interestingly, the properties of the nano-
tubes are found to depend on their chiral
angle and their diameter (or alternatively on
their chiral indexes (n,m)),8 opening the
possibility of selecting themost appropriate
type of nanotube for a given application
(e.g., selecting a given band gap). Unfortu-
nately, nanotubes are usually synthesized in
bundles9,10 containing different chiralities,
where their outstanding properties are lost.
Thus additional steps are required to sepa-
rate the nanotubes,11,12 increasing the pro-
duction cost and decreasing the viability of
application.
Accordingly, there is a huge interest in

controlling the chirality of the nanotubes
during synthesis to allow the exploita-
tion of carbon-nanotube-based technolo-
gies. Throughout the past decade, some
processes such as CoMoCAT (majority of
(6,5) and (7,5) nanotubes)13 were known to

produce SWCNTs with a relatively narrow
chiral distribution. This process used a bi-
metallic cobalt�molybdenum catalyst on
different supports (SiO2 and MgO), wherein
change in the support was one of the factors
shown to alter the chiral distribution. Using
cobalt supported on TUD-1 (an ordered
mesoporous silica),14 a majority of (9,8) nano-
tubes were produced instead,15 also suggest-
ing that the catalyst support can indirectly
influence nanotube chirality. In addition
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ABSTRACT Single-walled carbon nano-

tubes (SCWNTs) have outstanding properties

that depend on structural features such as

their chirality. Thus, developing a strategy to

control chirality during SWCNT synthesis is

critical for the exploitation of nanotube-

based technologies in fields such as electronics and biomedicine. In response to this need,

tuning the nanocatalyst structure has been envisioned as a means to control the nanotube

structure. We use reactive classical molecular dynamics to simulate nanotube growth on

supported Ni32, Ni80, and Ni160 nanoparticles at various metal/support interaction strengths

(Eadh). The initial carbon ring formation is shown to correlate to the nanoparticle surface

structure, demonstrating the existence of a “template effect” through a dominant occupation

of hollow sites. The Eadh strength alters the dynamic/structural behavior of the nanoparticle, in

turn influencing the interplay between nanotube and nanoparticle structures. For example,

the contact region between the nanoparticle surface and the growing nanotube decreases as

Eadh increases because capillary forces that raise the metal into the nanotube are counteracted

by the strong metal/support interaction. The nanoparticle mobility decreases as Eadh increases,

eliminating a possible inverse template effect but hindering defect annealing in detriment of

the nanotube/nanoparticle structural correlation. On the other hand, the contact between the

nanoparticle and the nanotube increases with nanoparticle size. However, the heterogeneity

of the nanoparticle structure increases with size, reducing the structural correlation. These

results suggest that an appropriate combination of nanoparticle size and strength of the

catalyst/support interaction may enhance the desired template effect and bias formation of

specific nanotube chiralities.

KEYWORDS: reactivemolecular dynamics . template effect . nanotube chirality .
selective nanotube synthesis
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to changing the support, the catalyst/support interaction
has also been changed by using different metals. For
instance, He et al. produced majority of (6,5) using both
cobalt16 and nickel,17 but the abundance of secondary
(7,5), (7,6), and (8,4) was altered by the use of eithermetal.
Similarly, altering the interaction with the support using a
bimetallic Fe�Cu catalyst, He et al. were able to produce
(6,5) majority on a MgO catalyst,18 overcoming the inac-
tivity of monometallic Cu and the selectivity of Fe toward
multiwalled carbon nanotube formation on that substrate.
On the other hand, in recent years, theoretical and

experimental work has suggested that the structure of
the nanoparticle directly affects the resulting chiral
distribution. For instance, Zhu et al.19 used HRTEM
images to show a correlation between the chirality of
the nanotube and the structure of the catalytic nano-
particle. Also, Chiang and Sankaran20 demonstrated
that structural changes in bimetallic Ni�Fe nanoparti-
cles caused changes in the resulting chiral distribution.
On the other hand, Harutyunyan et al.21 showed that
the production of ∼90% of metallic nanotubes was
connected with a specific shape adopted by the Fe
nanocatalyst during catalyst preparation. Similarly, in
previous work, we used various theoretical methods to
perform simulations aimed to prove the nanoparticle
template effect hypothesis.22 However, a major con-
cern is the occurrence of an inverse template effect
which results from the much stronger C�C bond in
comparison to C�MandM�Mbonds. Moreover, some
recent experiments23,24 have shown the restructuring
of the nanoparticle during nanotube growth, thus
suggesting the liquid-like state of the nanoparticle as
a possible obstacle to the use of the nanoparticle
structure for controlling the nanotube chirality. Never-
theless, it is possible that through a careful selection of
catalyst material, support material, nanoparticle size,
and temperature;to mention a few factors;an ade-
quate interplay among these factors can create the
necessary conditions for the template effect to occur.
In this work, our goal is to use our simulations as a

theoretical microscope to carefully investigate the
dynamics between carbon and metal at the atomistic
level, while trying to understand the influence (or lack
thereof) of the nanoparticle structure on the nascent
carbon structure(s). Thus, to explore the relation be-
tween the structure of the nascent nanotube and that
of the catalytic nanoparticle at different conditions, we
simulate the growth of carbon nanotubes using var-
ious nanoparticle/support interaction strengths and
three different nanoparticle sizes. Five simulations are
performed at each condition to account for the statis-
tical nature of the nanotube growth. First, the simula-
tion trajectories are carefully analyzed to determine
general trends common to three nanoparticle sizes
and various nanoparticle/support interaction strengths.
Second, the chiral angle θc at the end of the simulations
is determined to be either high (near-armchair) or low

(near-zigzag), thus allowing one to evaluate whether a
connection of chiralitywith thenanoparticle size, shape, or
nanoparticle/support interaction exists. We follow with an
analysis of the dynamics connecting the nanoparticle
structure and the nascent carbon structures at the nuclea-
tion stage. This is donewith the purpose of understanding
epitaxial effects betweenmetal and carbon and structural
evolution of themetal nanoparticle at typical conditions of
temperature and pressure of the synthesis. This analysis is
carried out by determining the type of sites on the
nanoparticle surface preferentially occupied by carbon
atoms, while attempting to evaluate the extent at which
the geometry of early carbon structures is influenced by
the continuously evolving nanoparticle surface. This is
analyzed across the different simulation conditions to find
whether a “template effect”or an “inverse template effect”
appears to dominate at the nucleation stage. We then
extend our analysis to later times in the simulation
trajectories to determine whether a correlation between
the nanoparticle structure and the nanotube exists once
factors such as latticemismatching and lattice defects start
to play a more significant role. We also study how the
dynamicevolutionof thenanoparticle structuremayaffect
the existence of such correlation for different simulation
conditions.
We use a classical reactive force field25 that allows

performing a comparatively large number of simula-
tions, while successfullymodeling nanotubegrowth.26�30

This allows somewhat accounting for the statistical nature
of nanotube growth due to high temperature, different
initial catalyst structures, and different adsorption sites.
Thus, we expect our simulations to complement other
more rigorous, but computationally more demanding,
theoretical approaches.31�36 On the other hand, our force
field readilypermitsmodificationof factors suchasmetal�
carbon, carbon�support, and metal�support interaction
strengths, thus enabling an extensive study on howdiffer-
ent conditions affect the nanotube growth.37�39

RESULTS AND DISCUSSION

General Growth Trends. Inspection of 75 simulation
trajectories shows the nanotube growth to occur
through the following steps: (1) carbon dissolution
into the metal nanocatalyst particle; (2) carbon segre-
gation to the nanoparticle surface; (3) formation of
carbon nanostructures on the metal surface identified
as (a) chains, (b) isolated rings (usually branched), and
(c) concatenated rings (usually branched); (4) “merg-
ing” of carbon nanostructures to form a nanotube
cap; (5) lifting-off of the nanotube cap; and (6) incor-
poration of carbon to the nanotube rim/nanoparticle
surface interface (length increase). In general, the onset
of chain formation occurs earlier than that for ring
formation, while the onset for ring formation occurs
earlier than that for concatenated ring formation.
Nevertheless, the onset of a latter substage does not
necessarily coincidewith the end of an earlier substage
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since in a number of instances the formation of chains
(or rings) may occur after some rings (or concatenated
rings) have already been formed. This sort of scenario
was more apparent for larger nanoparticle sizes due to
the surface area increase. Additionally, formation of
rings (or concatenated rings) was observed while the
formation of chains (or rings) was dominant, but such
rings (or concatenated rings) appeared to be less
stable;having lifetimes of a few picoseconds. On
the other hand, as the metal�substrate interaction
Eadh decreases, the number of carbon structures
(chains, rings, and concatenated rings) on the nano-
particle surface for a particular surface carbon concen-
tration increases. For example, on a Ni32 particle
initially annealed for 0.5 ns, 15 carbon atoms are found
to form two chains (C11 and C4) when Eadh =�1.39 eV,
whereas the same number of atoms form three chains
(C6, C5, and C4) at aweaker Eadh =�0.16 eV for the same
initial conditions of the nanoparticle. This could be
related to a higher mobility of the metal atoms at
weaker Eadh that may increase the number of favorable
nucleation points on the nanoparticle surface. We
come back to this point in a later section when
discussing the relative occupancies of surface sites
by C atoms.

Snapshots in Figure 1 illustrate typical appear-
ances of nascent nanotubes after 5 ns of simulation.
Although the presented snapshots are only for one set
of initial conditions (ta = 0.10 ns), representative trends
observed in the analysis of all simulation trajectories
can be summarized as follows: (1) A correlation be-
tween nanotube diameter (d) and nanoparticle size
is apparent13,40�42 with the change in particle size
from Ni32 through Ni160 (at constant Eadh), and with

the variation of Eadh from �0.16 through �1.39 eV (at
constant particle size). (2) Cap lift-off occurs faster
when Eadh is stronger. As cap lift-off starts, the separa-
tion between the nanotube cap and the nanoparticle
becomes apparent, with the nanotube rim region
keeping the contact with the nanocatalyst. Carbon
atoms are incorporated to the nanotube through this
contact region, thus allowing the growth of the nano-
tube via a root-growth mechanism.43 It was apparent
that the number of carbon atoms involved in this
contact region decreases as Eadh increases. It is note-
worthy that regions of the nanotube not contacting
the nanoparticle do not show major restructuration
during growth (i.e., bond rearrangement seldom
occurs), thus the probability of healing existing defects
or creating new ones appears to be very low. On the
other hand, the contact region is observed to continu-
ously reconstruct mediated by the dynamics of metal
atoms, thus facilitating defect healing and formation.
This is in agreement with previous studies suggesting
the importance of the metal for defect annealing.35,44

These phenomena are revisited in a later section
discussing its impact for controlling the nanotube
structure. During cap lift-off, the nanoparticle is ob-
served to periodically change its shape. The effect is
more noticeable for weak Eadh values, as revealed by
the change in height of the nanoparticle mass center
(NPmc), with respect to the substrate position, during
the simulation. For strong Eadh, the cap-lift occurs as
the height of the NPmc decreases, involving flattening
of the nanoparticle. This process has been recently
discussed from an energetic point of view.45 The
acceleration of cap lift-off at stronger Eadh occurs
because a stronger attraction of the substrate to the

Figure 1. Snapshots after 5.00 ns of simulated growth showing the nascent nanotube structure (red and gray atoms) on
supportedmetallic nanoparticle (blue atoms). Themetal/substrate interaction strength increases from left to right, while the
nanoparticle size increases from top to bottom; the annealing time before growth was 0.10 ns. Carbon atoms used in
assessing the chiral angle appear in red. Green dash-dotted lines are used to indicate the axial direction.
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metal atoms allows counteracting the capillary forces
that tend to raise the metal into the nanotube.23,24

For weak Eadh, when the cap starts lifting-off, the
(relatively) “fluid” nanoparticle elongates in the direc-
tion of growth, thus increasing the time that the cap
and the nanoparticle are in contact. Moreover, the
wetting angle ω of the nanoparticle on the substrate
is always larger when growth is occurring, in agree-
ment with a growth-induced effect. In a previous
study,39 it was shown that such effect can be as strong
as to detach the nanoparticle from the substrate as
occurs for a tip-growth mechanism.46 (3) A stronger
Eadh typically results in lower angles (jG) of the nano-
tube growth direction (axial direction) with respect to
the substrate, whereas weaker Eadh strengths result in
variable jG (i.e., growth direction oscillates during the
simulation), and moderate Eadh typically results in up-
right growth (jG ∼ 90�). (4) Although the nanotubes
grown during the simulation possess a number of
defects, typically pentagonal and heptagonal rings, it
is possible to recognize defect-free regions in their
walls large enough to determine whether their chiral
angle is low (0� < θc < 15�) or high (15� < θc <30�). We
recognize that defect healing could somewhat alter θc
and d, thus we refrain fromdetermining the exact (n,m)
indexes, from their connection to θc and d, and rather
focus our analysis on whether near-zigzag (low θc) or
near-armchair (high θc) nanotubes are favored for a
particular combination of nanoparticle size and Eadh. It
is noted that, for a particular simulation, the region
highlighted in Figure 1 is not the only defect-free
region on the nanotube, but it is selected to show
the relative orientation of the nanotube wall with
respect to the surface and the nanotube axial direc-
tion used in the characterization of θc summarized in
Figure 2.

Chirality Trends. Varying the pregrowth nanoparticle
annealing time, ta, results in different initial catalyst

structures to simulate the nanotube growth on Ni32,
Ni80, and Ni160 nanoparticles at various values of Eadh.
However, due to the relatively short annealing times,
the difference among initial structures for a particular
combination of catalyst size and Eadh is rather subtle;
for instance, their density profiles are similar. Thus, the
main purpose of evaluating different ta values was to
introduce higher statistical significance to the chiral
angle analysis. From the data in Figure 2, the following
observations are drawn: (1) relatively weak metal�
substrate interaction strengths (�0.16 eV e Eadh e

�0.43 eV) tend to favor near-armchair nanotubes for
the smaller particle sizes (Ni32 and Ni80) for values. In
this Eadh range, 60.0% of the Ni32 simulations resulted
in near-armchair nanotubes and 40.0% in near-zigzag
nanotubes. Also, within this Eadh range, 83.3% of the
simulations with shorter pregrowth annealing times
(ta e 0.1 ns) resulted in near-zigzag nanotubes, and
88.8% of the simulations with larger pregrowth anneal-
ing times (ta g 0.25 ns) resulted in near-armchair
nanotubes. (2) In contrast, at higher metal�substrate
interaction strengths (�0.70 eV e Eadh e �1.39 eV),
90.0% of the simulations using Ni32 resulted in near-
zigzag nanotubes. It must be noted that the quality of
the nanotubes produced in this range was much lower
than those produced at lower values of Eadh; this aspect
is further discussed in a later section when referring to
the interplay between metal surface reorganization
and carbon nanostructure rearrangements. (3) It is also
apparent that some of the chirality trends observed for
the smallest Ni32 are better defined in the intermediate
sized Ni80 nanoparticle. For instance, for Ni80, 86.6%
of simulations in the �0.16 eV e Eadh e �0.43 eV
yielded near-armchair nanotubes, and in the �0.70 eV
e Eadhe�1.39 eV range, 80.0% resulted in near-zigzag
nanotubes. (4) In contrast to Ni32, no connection was
found between the annealing times ta and the result-
ing chiral angle for Ni80 possibly due to the lesser

Figure 2. Schematics showing the classification of the nascent nanotube into a high (∼30�) or a low (∼0�) chiral angle
structure after 5.00 ns of simulated growth. Each cell corresponds to a particular set of metal/substrate interaction strength
(Eadh), catalyst size, and annealing time (ta) before growth (hence different initial catalyst structure). The chiral angle is
determined according to the relative orientation of the nanotube graphene network (red atoms in Figure 1) and the axial
direction (green dash-dotted line in Figure 1) according the schematics in the lower-right corner.

A
RTIC

LE



GÓMEZ-GUALDRÓN ET AL. VOL. 6 ’ NO. 1 ’ 720–735 ’ 2012

www.acsnano.org

724

impact of a particular annealing time on the structure
of the intermediate sized Ni80 compared to the smaller
Ni32. (5) The trends observed for Ni32 and Ni80 disap-
peared in the simulations of the larger Ni160 nanopar-
ticle where a clear chirality trend could not be found.
For example, 53.3%of the simulations in the�0.16 eVe
Eadh e �0.43 eV range produced near-armchair nano-
tubes, and 60.0% of the simulations in the �0.70 eV e

Eadh e �1.39 eV range produced near-zigzag nano-
tubes. These observations suggest that increasing the
nanoparticle size beyond a certain size could be detri-
mental for controlling the nanotube chiral angle since
the distribution for Ni160 presented a larger random
character than those for Ni32 and Ni80. It must be noted
that the set of (n,m) indexes that fit a particular nano-
tube diameter d increases in size as d increases. On the
other hand, our simulations reveal that the final nano-
tube diameters were 0.2�0.4 nm larger than their
corresponding nanoparticle. Accordingly, since Ni160
has a larger diameter than Ni80 and Ni32, there is a larger
number of (n,m) nanotubes potentially fitting Ni160 in
comparison to either Ni32 or Ni80, thus increasing the
difficulty to impose chirality control.13,40 As a quantita-
tive example, we note that the final average diameters
for Ni32, Ni80, and Ni160 for Eadh e �0.26 eV were found
to be ∼0.5, ∼0.9, and ∼1.2 nm, whereas their corre-
sponding nanotubes were found to be ∼0.9, ∼1.1, and
∼1.5 nm in diameter. On the basis of these diameters,4

the number of (n,m) nanotubes fitting a particular
nanoparticle approaches seven for Ni32, nine for Ni80,
and 13 for Ni160, which implies an increase of 28% from
Ni32 to Ni80, but one of 85% from Ni32 to Ni160.

A potential scenario is proposed linking the struc-
tures of the nascent nanotube and that of the evolving
nanoparticle,19�22 where subtle differences in the
structural behavior of Ni160 compared to Ni80 and
Ni32 could hinder the appearance of chiral distribution
trends for the largest nanoparticle. For instance, as the
nanoparticle size increases it is easier to detect (on
the same nanoparticle) surface regions with different
structural and dynamic behavior facilitated by the
increased surface area and the high reaction tempera-
ture. In particular, sometimes it is noted a desynchroni-
zation in the orientation of neighbor surface “domains”,
which is disadvantageous under the premise that the
orientation of the nanoparticle surface could be con-
nected to the nanotube chirality through epitaxial
matching. This matching has been proposed to occur
between the energetically favored (111) facets in fcc
nanoparticles and the hexagonal lattice of the nano-
tube wall.19,22,47�49 Since, for a particular simulation
time, the Ni160 surface often shows neighbor (111)
domains with conflicting orientation, themetal surface
influence on the nanotube structure is unclear. We
emphasize that although conflicting regions also are
observed for Ni80 and Ni32 the ratio of desynchronized/
synchronized regions is perceived to be smaller.

On the basis of the previous discussion, it is inter-
esting to note that the simulations of Ni80 presented
somewhat more defined trends than the Ni32 ones.
Although this could be an artifact of the relatively small
population sample (five simulations for each nanopar-
ticle size and Eadh), it could also suggest that a moder-
ately small nanoparticle could be optimal for chirality
control.13,15,20 It is possible that although the number
of (n,m) nanotubes fitting Ni32 is 23% smaller than that
for Ni80, it is more difficult for the smallest nanoparticle
to clearly impose its structure on the nascent nano-
tube. For instance, for the smallest particle and rela-
tively weak Eadhe�0.43 eV, the nanoparticle diameter
is within the 0.5�0.8 nm range, wherein other factors
such as curvature energies can have an important
effect on the nanotube.38,50 On the other hand,
although for Eadh g �0.70 eV the diameter is within
the 0.9�1.1 nm range, the contact between the nano-
tube wall and the nanoparticle decreases since cap lift-
off is accelerated (see Figure 1), which hinders epitaxy.
On the contrary, Ni80 features a similar diameter range
(0.9�1.2 nm) for Eadh e �0.43 eV, while showing a
good contact between the nanotube wall and the
nanoparticle. At larger diameters (1.3�1.6 nm Eadh g

�0.70 eV), this contact decreases, but it is still better
than for Ni32.

In addition, given the available thermal energy, a
nanoparticle can evolve from one local minimum
structure to another. For smaller nanoparticles, local
minima are closer in energy,51 thus an easier transition
from minimum to minimum may occur, with Ni32 and
Ni80 readily moving from oneminimum to another at a
rate related to Eadh. Conversely, local minima for larger
nanoparticles are more scattered,51 so such transition
in Ni160 does not occur as easily. Accordingly, Ni160
shows irregular transition structures for longer times
than Ni32 and Ni80, thus negatively affecting a possible
template effect. On the other hand, the faster dynamics
in Ni32 may also hinder a template effect because
nucleation of carbon structures has to continuously
adapt to structural changes as Ni32 switches among
different local minimum structures. In this scenario,
Ni80 perhaps offers the best compromise for a template
effect to occur, among the three studied sizes.

Interplay between Evolving Nanoparticle Structure and Na-
scent Carbon Nanostructures. It has been assumed in the
preceding discussion that epitaxy between the nano-
tube and the nanoparticle does indeed occur. Although
some authors have presented evidence correlating the
structure of the nanoparticle of the nanotubes,19�21 it
is still debatable whether the nanoparticle imposes its
structure on the nascent nanotube (direct template
effect) or the nanotube conditions the structure of the
nanoparticle (inverse template effect) due to factors
such as the higher strength of C�C bonds versusM�M
bonds22,52 and the melting point depression of metal-
lic nanoparticles.53 We had previously suggested the
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use of a supported nanoparticle on a substrate with an
adequate Eadh to solve this issue.22 We had also
demonstrated through DFT calculations that if the
fcc(111) facet is oriented such that the [110] direction
(or the (100) plane) is at a 30� with respect to the
substrate, carbon rings (and other structures) prefer-
ably adopted the armchair configuration but preferred
the zigzag configuration when the angle is 0�.22 Tra-
jectory analysis of our current simulations shows that,
when the wetting is poor, the [110] direction is usually
at 30� with respect to the substrate but usually at
0� when the wetting is good. Notice that a good
wetting is caused by strong Eadh, which results in the
nanoparticle featuring a flat “frozen” (111) epitaxial
contact layer,39 thus the natural packing sequence of
the upper layers results in the formation of a (111) facet
with the [110] direction parallel to the substrate. On the
other hand, weak Eadh values result in poor wetting and
an uneven mobile contact layer due to the up-and-
downmotion of the contact layer atoms. This behavior
is somewhat transmitted to the upper layers, resulting
in the [110] direction at an angle with the substrate. It
must be noted that, due to the non-equilibrium nature
of the nanotube growth process, this is only a general
outline of the overall behavior of the nanoparticle
during growth (schematized in Figure 3). Thus the
nanoparticle can display “transient structures” contra-
dicting the outlined trends. Nevertheless, according to
the observed nanoparticle structural/dynamic trends
and our previous DFT studies, we expect the probabil-
ity for production of near-armchair nanotubes to in-
crease at weaker values of Eadh and the probability
for production of near-zigzag to increase at stronger
values of Eadh, assuming upright growth (jG ∼ 90�).
Interestingly, such trends appeared to be reproduced
by Ni32 and Ni80, although jG 6¼ 90� throughout most
of the simulations, thus indicating the need of a more
detailed analysis.

It is useful to point out that, for the smallest
particles, as Eadh increases, the shape of the nanopar-
ticle changes from rounded (high wetting angle) to a
flatter shape (low wetting angle). In the flatter shape
(strong Eadh), the contact layer is flat and relatively still,
with the atoms in upper layer positioning on the hollow
sites of the layer underneath, favoring fcc packing, and
the (110) surface direction parallel to the substrate
(Figure 3, right). In the rounded shape (weak Eadh), the
influence of the substrate is weaker, with a much more
dynamic contact layer (Figure 3, left). Thus, the nano-
particle seems to adopt a structure of polyhedral
character. This structural transition is evident for Ni32
at Eadh = �0.70 and �1.39 eV. The influence of Eadh on
this polyhedron fcc transition has been previously
discussed.54 Notice that the interaction with the sup-
port alters the nanoparticle structure, thus creating
different scenarios for nanotube growth. Additionally,
the same values of Eadh that favor fcc structures also
notably slow down the nanoparticle dynamics, de-
creasing the rate of metal-mediated defect annealing,
thus hindering a possible template effect.

Although weaker values of Eadh result in wetting
values ω > 90� that, in principle, favor a nanoparticle
structure adequate for near-armchair growth for grow-
ing directions jG = 90�, they also result in more mobile
metal atoms than those found for stronger values of
Eadh. Therefore, at weaker values of Eadh, the nanopar-
ticle is expected to be more susceptible to inverse
template effects than at stronger values of Eadh. Since it
has been suggested that near-armchair nanotubes are
favored thermodynamically and kinetically over near-
zigzag ones,55�57 besides analyzing the existence of
a substrate-assisted template effect, we also discuss
whether such majority of near-armchair nanotubes
found at weaker values of Eadh may result from such
effect. This is carried out through a careful analysis of
the simulation trajectories to correlate the nanoparticle
structure and the nascent carbon structure, eventually,
nanotube structure.

It has been demonstrated through DFT calculations
(T = 0 K) that three-fold hollow sites on fcc(111) facets
and four-fold hollow sites in fcc(100) facets are the
most stable sites for carbon adsorption on transition
metals such as Ni, Co, and Fe.58�61 It follows that
the systematic occupation of these sites results in the
formation of a graphene monolayer correlated to the
underlying facet structure. Such correlation is the foun-
dation for a potential template effect of the nanopar-
ticle upon the nascent nanotube.19,22,49 However, it is
important to recognize that at higher temperatures
(T = 1000 K) this correlation could be hindered because
carbon atoms possess enough energy to overcome
diffusion barriers and are able to occupy other less
preferred sites (e.g., bridge and top sites). Additionally,
at higher temperatures, the surface of the nanoparticle
is continuously evolving. Thus, a less optimal scenario

Figure 3. Side-view schematics capturing the most typical
behavior of the nanoparticle structure for a weak interac-
tion with the support and poor wetting (left) and a strong
interactionwith the support andgoodwetting (right).Metal
atoms of the “contact layer” are represented by filled purple
circles; regular metal atoms are represented by filled blue
circles. The position of the atoms in the contact layer
(unfilled red circles) after “Δt” picoseconds denotes a fast
dynamics for the “weak substrate” and a slow dynamics for
the “strong substrate”. The white dashed line corresponds
to the [110] direction of the (111) facet shown.
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for epitaxy than that modeled in DFT calculations
occurs. We begin the analysis of this high-temperature
scenario looking at the interplay between the surface
structure and the early formation of carbon rings (at
simulation times t < 1.0 ns) on Ni32, Ni80, and Ni160
across various values of Eadh since Eadh affects the
nanoparticle dynamics.

Figure 4 displays a summary representing some
general trends gathered from the visual analysis of
the trajectories. The figure is organized to demonstrate
two different scenarios: the first (scenario A) where the
surface is relatively stable and the carbon nanostruc-
ture needs to relocate formaximizing the occupancy of
the most stable sites; in the second (scenario B), the
surface is able to restructure and rearrange and the
carbon nanostructures follow these motions. The main
observations are as follows: (1) Early rings displayed
short lifetimes τ (τ < 25.0 ps), wherein pentagonal rings
generally appear earlier but have shorter lifetimes than
hexagonal ones. (2) Both hexagonal and pentagonal
rings display higher stability (i.e., longer lifetimes)
when such rings match the underlying surface struc-
ture, with a perfect matching corresponding to all of
the ring atoms occupying hollow positions (Figure 4)
and a good matching still occurring when more than
half of the ring atoms occupy hollow positions. The
interaction of the nanoparticle with these hollow

atoms appears to determine the orientation of the ring
on the nanoparticle surface (e.g., Figure 4sA,a-i, where
the nomenclature indicates scenario A as sA and the
respective pathway a-i). Thus, hexagonal rings usually
are centered on metal atoms possessing six surface
nearest neighbors, such as in a fcc(111) facet (e.g.,
Figure 4sA,a-i), whereas pentagonal rings tend to do
so on metal atoms possessing five surface nearest
neighbors (e.g., Figure 4sB,c-iii). (3) There are time
intervals of steady regions, wherein the nanoparticle
surface region maintained its structure, and a hexago-
nal or pentagonal ring is able to match the underlying
surface pattern (i.e., most atoms occupying hollow
positions). Due to thermal fluctuations, this carbon
structure may be altered, and the ring breaks down,
with most carbon atoms no longer occupying hollow
positions (Figure 4sA,a) for a few picoseconds (e.g.,
τ < 3 ps). This is followed by any of the following
events as pictured in Figure 4sA: (i) the original ring is
recovered on the original (or a different) surface location
(Figure 4sA,a-i); (ii) the carbon atoms rearrange into a
chain(s), withmost of themoccupying hollow positions
(Figure 4sA,a-ii); or (iii) the original hexagonal (or pen-
tagonal) ring is not recovered, but a new pentagonal
(or hexagonal) ring is formed on the original (or a
different) surface location, with most atoms occupy-
ing hollow positions (Figure 4sA,a-iii). (4) A different

Figure 4. Schematics of a typical surface region in the nanoparticle, exemplifying general trends regarding the type of sites
occupied and the correlation between the nanoparticle structure and the early formation of carbon rings. In scenario A (top),
within a time interval Δt, the surface pattern and the matching ring are stable, then the ring breaks down (a). In scenario B
(bottom), within a time intervalΔt, the surface pattern and the matching ring are stable, then the surface pattern undergoes
either a reorientation (b) or a rearrangement (c). Panels i through iii schematize typical configurations observed after either
event a, b, or c occurs.
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scenario (Figure 4sB) occurs when the matching be-
tween the surface and the ring is altered because of
changes of the surface structure, instead of the ring
being broken down. Nonetheless, this surface restruc-
turing destabilizes the ring since most of its carbon
atoms are no longer occupying hollow sites (i.e., match-
ing no longer occurs) as a result of either surface reorien-
tation (Figure 4sB,b) or rearrangement (Figure 4sB,c).
Thus the ring structure only holds for a short time
(e.g., τ< 3ps) before any of the following events occurs:
(i) the ring does not break down but reorients to match
the new surface orientation (Figure 4sB,b/c-i); or (ii) the
ring does break down with the carbon atoms rearrang-
ing into structuresmatching the new surface geometry
(Figure 4sB,b/c-ii/iii).

It must be noted that, due to the effect of Eadh on
the nanoparticle mobility, scenario A (Figure 4) was
observed to dominate at stronger Eadh and larger
nanoparticle sizes, whereas scenario B (Figure 4) was
observed to dominate at weaker Eadh and smaller
nanoparticle sizes. It is also noteworthy that, in similar
way as carbon structures that matched the underlying
surface appeared to be more stable than the ones that
did not, nanoparticle (surface) regions supporting
matching structures appeared to be more stable
(and better defined) than those that did not. This was
evidenced in the simulations through observation of
the behavior of “carbon-free” surface regions in com-
parison to “carbon-covered” surface regions during
time intervals where epitaxial matching occurred. This
may be interpreted as a cooperative effect between
carbon and metal, wherein the template effect contri-
butes to the stability of carbon structures, whereas the
inverse template effect contributes to the stability of
metal surface regions. It follows from the mobility�
Eadh relation that this cooperative effect is more
important at weaker Eadh and smaller nanoparticles.
However, notice that (at least) at this early stage the
template effect dominates since analysis of the simula-
tion trajectories shows that the carbon atoms usually
rearrange following pattern changes in the nanoparti-
cle surface but seldom vice versa.

Template Effect at High Temperatures. Figure S5 (Sup-
porting Information) and Figure 5 (top) illustrate com-
binations of the scenarios described in Figure 4 for
relatively low Eadh values. A first case involves Ni32 and
Eadh =�0.16 eV (Figure S5), where an existing Y-shaped
C6 chain rearranges to formapentagonal ring (branched)
on a defective fcc(111) facet. Since the matching was
non-optimal, a sequence of events consistent with
scenarios A and B illustrates the cooperative stabiliza-
tion between carbon nanostructures and the metal
surface with the formation of a hexagonal ring accu-
rately matching a perfect fcc(111) facet. This is main-
tained despite the reorientation of the latter, consis-
tently with scenario B-b in Figure 4. At the slightly
higher Eadh =�0.26 eV (Figure 4, top) an H-shaped C11

chain preceded the formation of a four-branched
pentagonal ring. This ring, centered on a five-coordi-
nated metal atom (see Figure 4sB,c-iii), was shortly
destabilized due to thermal fluctuations but recovered
and stabilized during 10.0 ps (scenario A,a-i in Figure 4).
However, when a surface rearrangement no longer
favors the pentagonal ring, a hexagonal one is formed
instead (scenario B,c-iii in Figure 4), with 4/6 of the ring
atoms in hollow positions, exemplifying how the car-
bon nanostructures try to follow the evolving surface
structure. Also notice that for both Eadh values, config-
urations dominated by occupation of hollow sites last
longer (τ > 15.0 ps) than those where this does not
occur (τ < 3.0 ps).

The described scenarios (Figure 4) can also be
mapped onto the actual nanoparticle surfaces for
stronger interactions forwhich themetal atoms appear
less mobile. For Eadh = �0.43 eV (Figure S5) and �0.70
(Figure 5), H-shaped C9 and C12 chains preceded the
ring formation, respectively. For the former case, the
surface did not show major changes for 29.5 ps, thus
stabilizing a branched hexagonal ring, with carbon
atoms preferably occupying hollow sites (scenario A).
Moreover, new atoms are incorporated to the ring
branches without destabilizing the existing matching.
After this time, the surface rearranged, disrupting the
matching and breaking the ring (scenario B,c-ii in
Figure 4). For Eadh = �0.70 eV (Figure 5, middle), the
surface mobility is further reduced, which allows a
strained fcc(111) region to survive for 12.0 ps, support-
ing a moderately matching branched pentagonal ring
for 7.0 ps, after which a hexagonal ring is formed. The
strained region evolves into a fcc(111) region, finally
allowing the ring to fully occupy hollow sites. Notice
that the preference of ring atoms for hollow sites is
observed even during the short-lived (τ = 2.0 ps)
transitional five-fold surface configuration. Interest-
ingly, the formation of an additional ring was also
observed, which can be related to the formation of
the graphene network. Initially, the ring was a pen-
tagonal one following the pattern of the surface but
morphed into a hexagonal one following a surface
pattern rearrangement. It must be noted that all of the
atoms of the newly formed ring were located in hollow
sites, but as a result, since the two rings are connected,
the five atoms of the first ring previously occupying
hollow sites were displaced. This exemplifies how
lattice mismatching between the metal and graphene
walls can prevent a dominant occupation of hollow sites

as the graphene network starts to form. Nonetheless, it
must also be noted that, despite the resulting offset of
the first ring with respect to the surface pattern, the
zigzag direction of both rings and the fcc Æ110æ surface
direction appeared aligned. This suggests that a tem-
plate effect could occur without the occupation of
hollow sites being absolutely dominant. Nonetheless,
the occupation of hollow sites still appears to be a key
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factor because the orientation of the graphene net-
work is to be influenced by the orientation of individual
rings adsorbing on hollow sites since carbon atoms
attach more strongly to the surface on such sites.

Although a strong metal/substrate interaction re-
duces the mobility of the surface, for the simulations
using the strongest values of Eadh (�1.39 eV), it was
more difficult to observe the correlation between the
surface pattern and the early ring formation. Figure 5
(bottom) shows that a C16 structure containing a hep-
tagonal ring preceded the formation of a pentagonal

ring. Such ring formed concatenated to the heptagonal
ring. In a short time span (τ ≈ 10.0 ps), an additional
(concatenated) ring is formed and transformed into a
hexagonal ring. However, during this time span, the
occupation of hollow sites does not dominate since
there is a similar occupation of bridge sites and hollow
sites. Interestingly, after this time, the pentagonal and
hexagonal rings break down, whereas the heptagonal
ring was observed to remain stable, demonstrating the
difficulty in annealing this kind of defects if Eadh is too
strong.

Figure 5. Simulation frames showing the initial formation of ring structures on a supported Ni32 nanoparticle for three
different metal/substrate interactions: Eadh = �0.26 eV (top), Eadh = �0.70 eV (middle), and Eadh = �1.39 eV (bottom). The
relevant carbon atoms are colored according to the type of site they occupy on the nanoparticle surface: hollow (red), bridge
(yellow), or top (green).
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Dynamics of the Adsorption Occupancies at Nucleation
Stages. Similar findings to the ones described for Ni32
are also encountered for Ni80 and Ni160, such as the
involvement of a larger number of atoms for the for-
mation of the first ring as Eadh increases, and the
important role of the occupation of hollow sites in
the correlation between the surface structure and the
nascent carbon nanostructure. Figure 6 shows the
number of carbon atoms occupying hollow, bridge,
and top sites at various Eadh values for Ni32, Ni80, and
Ni160 during the initial 1000 ps of simulation. According
to the analyses of the simulation trajectories, this time
interval corresponds to the formation of the nanotube
cap preceding the lift-off. It can be observed that the
occupation of hollow sites dominates in the initial
stages of the simulations, wherein ∼70% of the atoms
adsorbed on the surface occupy hollow sites, whereas
the remaining ∼30% adsorb typically on bridge sites
and to a lesser extent on top sites. This is in agreement
with the relative adsorption site preference calculated
by DFT.58�61 In an ideal scenario, 100% of the atoms
would adsorb on hollow sites in such a way that the
pattern of the hollow sites on the surface would deter-
mine the geometry of the nascent carbonnanostructures.

However, this does not occur due to the high tempera-
ture, which allows carbon atoms to occupy a variety of
sites, and because of the dynamic structure of the
nanoparticle, which does not rigorouslymatch the gra-
phene wall of the nanotube due to curvature effects, a
time-dependent surface structure, surface imperfec-
tions, and lattice mismatching. Nevertheless, Figure 6
shows an initial ∼70% occupancy of hollow sites,
indicating that there still is an important influence of
the nanoparticle on the geometry of nucleating struc-
tures. After a certain time, the percentage of atoms in
hollow, bridge, and top positions becomes equal,
∼33%. This transition to a more random distribution
occurs at earlier times as the value Eadh increases and as
the nanoparticle size decreases. For instance, for Ni32,
this occurs after∼600 ps for Eadh =�0.16 and�0.43 eV,
whereas it occurs after ∼300 ps for Eadh = �1.39 eV, in
agreement with the results discussed in Figure 5 and
Figure S5. On the other hand, for Eadh = �1.39 eV, this
transition occurs after ∼300 ps for Ni32, after ∼800 ps
for Ni80, and after ∼1000 ps for Ni160.

Observation of the simulation trajectories at the
transition times shows that such transition to a random
distribution of site occupancies coincides with the

Figure 6. Plots showing the number of carbon atoms occupying each type of site on the nanoparticle vs time.
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formation of a graphene network on the surface. This is
consistent with the occurrence of lattice mismatching,
as discussed for Eadh =�0.70 eV in Figure 5. The results
presented in Figures 5 and 6 also demonstrate the
importance of atom mobility for the growth of defect-
free matching structures as occurs for the growth on
thin films.62 If the conditions are such that carbon
atoms are not very mobile, it is more difficult for the
atoms to move toward the most stable sites, thus
facilitating the formation of carbon nanostructures
not matching the underlying surface. These structures
tend to be defective. For instance, we noticed that the
formation of rings with more than six atoms (e.g., a
decagonal ring) became more common as Eadh ap-
proached �1.39 eV. Moreover, the reduced mobility
also hinders the annealing of these defective rings,
therefore decreasing the quality of the nanotube
structure. On the other hand, the presence of defective
rings in the graphene network amplifies the lattice
mismatching further hindering the occurrence of a
template effect.

Correlation between Facet Structure and Nanotube Rim
Structure at End of Nucleation/Beginning of Carbon Nanotube
Growth. Although lattice mismatching may occur, as
the decrease in occupation of hollow sites at the end of
nucleation shows in Figure 6, there may still be a
correlation between the structures of the nanoparticle
and the nascent nanotube, as shown in Figure 5 for

Eadh =�0.70 eV. Accordingly, we observed the simula-
tion trajectories to analyze whether such correlation
was found or not. The results of Ni32 simulations are
shown in Figure 7 (Ni80 and Ni160 cases are shown in
Figures S6 and S7) for various Eadh values at different
times. The Æ110æ direction on the nanoparticle surface
is denoted by a white solid line. It is observed that the
orientation of such direction can vary during the
simulation in a manner consistent with scenario B,b
in Figure 4. Although not clearly seen in Figure 7 due to
the limited number of simulation frames shown, anal-
ysis of the trajectories reveals that the Æ110æ direction is
frequently parallel to the substrate for stronger Eadh
values, whereas such direction is frequently found
at ∼30� with respect to the substrate for weaker Eadh
values. This correlates well with the change in the
wetting pattern with Eadh. It must be noted that the
change in orientation of the Æ110æ direction occurs
faster for weaker Eadh values due to a higher atom
mobility.

Additionally, Figure 7 suggests that indeed there
seems to be a correlation between the orientation of
the Æ110æ direction of the surface and the zigzag
direction on the graphene wall. This occurs with some
of the rings having their atoms occupying hollow sites,
whereas adjacent rings have their atoms occupying
other sites, or even not clearly occupying a specific site.
It is apparent that the rings matching the surface

Figure 7. Snapshots showing the correlation between the Æ110æ direction in the Ni32 nanoparticle and the orientation of the
nascent nanotube graphene network at different simulation times.
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pattern through occupation of hollow sites strongly
influence the orientation of the graphene network.
Broadening the analysis of early ring formation further
in the simulation, it is found that scenarios analogous
to those discussed in Figure 4 are also encountered
once the graphene network has formed. For instance,
the graphene network may temporarily mismatch the
underlying surface but return to a matching position
after a short time (scenario A). Also, the underlying
surface may change, resulting in a temporary mis-
match, which makes the network to reorient in order
to maintain the matching (scenario B). However, it is
important to recognize that, as the nanotube cap forms
and the graphene network grows in size, the events
occurring in one nanoparticle region are connected to
those occurring elsewhere. For instance, matching of a
region of nascent graphene network with a nanopar-
ticle region may conflict with matching with another
region. Thus thematching in one regionmay be lost to
accommodate matching on another one depending
on which one is more energetically favorable. There-
fore, it canbe inferred in agreementwithDFT results59�61

that the graphene network is oriented to increase the
number of atoms occupying hollow sites.

As a result of the nanotube/nanoparticle dynamics,
there are time intervals where matching between the
nanotube and the nanoparticle becomes unclear, even
when these time frames are located between intervals
where the correlation is apparent. It must be noted that
the correlation between the hexagonal graphene net-
work and the nanoparticle surface also suffers due to
the presence of pentagonal or heptagonal (and other)
rings, which tend to align their center on top of ametal
atom, but preventing neighbor hexagonal rings to
orientate “correctly”. Since increasing Eadh results in
nanotubes of lesser quality, it is also observed that the
nanotube/nanoparticle correlation is more difficult to
observe for stronger Eadh values. In Figure 7, it can be
observed for t ∼ 550 ps that the number of hexagonal
rings matching the surface decreases from four to one
as Eadh changes from �0.16 to �0.70 eV. As the simu-
lations progress, some of these defects heal, but with
more difficulty as Eadh increases, as previously dis-
cussed. Thus, the intervals duringwhich the correlation
can be observed are longer as Eadh is decreased. Similar
trends are observed for simulations of Ni80 and Ni160
(Figures S6 and S7). Notice that, since the size of
the graphene network increases with the nano-
particle size, the percentage of carbon atoms that
clearly matches the surface decreases because the
number of defects increases (given that for the same
time scale it is easier to anneal a smaller network).
Similarly, although a larger nanoparticle offers more
contact area, it also increases the probability of
existence of conflicting regions (due to high tem-
perature dynamics) for the graphene network to
match. Thus, for Ni160, the intervals at which the

correlation is observed are noticeably shorter than
for Ni32 and Ni80.

It also follows from the previous discussion that for
a particular time not all of the entire graphene network
matches the nanoparticle structure (due to either the
graphene structure or the nanoparticle structure). On
the other hand, as mentioned earlier, the graphene
region around the nanotube rim is observed to be very
dynamic regarding bond breaking and formation
mediated by the dynamics of metal atoms. This occurs
in such away that the rim region constantly follows the
nanoparticle surface pattern in a similar way as ob-
served for early ring formation. This means that the rim
region is continuously rearranging in an effort tomatch
the underlying structure even though this may cause a
mismatch elsewhere. This is explained on the basis of
the lower coordination of the rim atoms, requiring
less bonds to be rearranged in order to modify their
positions, and to the stronger interaction of these
carbon atoms with metal atoms according to DFT
calculations and incorporated into the force field used
in the simulation.25 Thus, it is inferred that, energeti-
cally, a goodmatching around the rim, but not optimal
elsewhere, is preferred over a good matching else-
where, but not optimal around the rim. Therefore, the
contact between the nanotube rim region and the
nanoparticle appears to play an important role for both
template effect and defect annealing. Accordingly, the
lower number of atoms involved in the nanotube/
nanoparticle matching as Eadh increases may result
from the comparatively poorer contact between the
nanotube rim and the nanoparticle. Also, the poorer
contact of the rim region with the nanoparticle as Eadh
increases may hinder the influence of the catalyst
structure on that of the nanotube. On the other hand,
decreasing Eadh may increase the effect of the nano-
particle structure provided that such metal/substrate
interaction is strong enough to hinder an inverse
template effect.

SUMMARY AND CONCLUSIONS

Instantaneous catalysis accelerated simulated nano-
tube growth, reducing the quality of the nanotubes
grown, but allowed us to perform a large number of
simulations at reasonable computational times. Ana-
lyses of the simulation trajectories showed nanotube
growth to occur through the stages of (i) carbon
dissolution, (ii) carbon segregation, (iii) formation of
chains and rings, (iv) cap formation, (v) cap lift-off, and
(vi) growth. Cap lift-off appeared to occur faster for
strong Eadh values because capillary effects (i.e., nano-
particle stretching inside the nanotube) were not as
important as for weak Eadh values. Also, at strong Eadh
values, the nanotubes appeared to grow more defec-
tive, which is consistent with lower atom mobility
hindering annealing. The growth direction tended to
be at a low angle with respect to the substrate for
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strong Eadh values, at a right angle for moderate, and at
varying angle for weak Eadh.
The final nanotube structures were analyzed to

evaluate the chiral angle θc, which was determined
to be high (near-armchair) or low (near-zigzag). The
largest nanoparticles did not present a clear trend
regarding θc versus Eadh, but the smallest and the
intermediate size did. Interestingly, the intermediate
size presented a more defined trend than the smallest
one. This suggested a compromise between reducing
the nanoparticle size to limit the number of possible
chiralities (i.e., indirect chiral control) and increasing
the nanoparticle size to improve contact with the nano-
tube walls, thus resulting in an optimum intermediate
nanoparticle size for chirality control. Further details
regarding the effect of the nanoparticle structure were
explored through analysis of the formation of early rings
and the correlation of the Æ110æ surface direction and the
nascent nanotube (graphene) wall orientation.
The occupation of hollow sites on the nanoparticle

surface appeared as a key factor for establishing a
nanotube/nanoparticle structural correlation. Our
analysis showed a preference for this site despite the
available thermal energy and the nanoparticle dy-
namics. This was clear during the early ring formation,
wherein near 70% of the carbon atoms were shown to
occupy such sites. It was shown that early carbon
structures attempt to follow the underlying surface
structure, even for weak Eadh values, as described
by scenarios A and B. Nevertheless, a cooperative

dynamics between the nascent structures and the
nanoparticle was observed where the template effect
stabilized the nascent structures and the inverse tem-
plate effect stabilized the underlying surface, even
though the former was observed to dominate.
Upon cap nucleation, lattice mismatching effects

become important, and the occupation of hollow sites
drops. However, it was still possible to correlate the
structures of the nascent network/nanotube and the
nanoparticle (Figure 6 and Figures S6 and S7). This
correlation was more difficult to observe as Eadh in-
creased because of more defective network (due to
low mobility and more difficult annealing) and poorer
contact (decrease of capillary effects). On the other
hand, this correlation was easier to observe in the
intermediate nanoparticle because of a better contact
with the nanotube than that of the smallest nanopar-
ticle and a less conflictive matching than that offered
by the largest one (due to conflicting domains orienta-
tion on the nanoparticle surface). Additionally, the
nanotube rim region in contact with the nanoparticle
appears more active than other nanotube regions
since it was observed to continuously anneal in an
effort to follow the nanoparticle structure (i.e., occupy
hollow sites), thus impacting the orientation of the
graphene network in rest of the tube. These results
support the hypothesis that the catalyst structure
affects the nanotube structure, thus encouraging
further experimental and theoretical efforts to find
the conditions at which this effect can be maximized.

METHODS
Classical reactive molecular dynamics using the SIMCAT code

is used to simulate the growth of carbon nanotubes on sup-
ported nanoparticles.25 Three metallic clusters, namely, Ni32,
Ni80, and Ni160, were used to study the influence of the
nanoparticle size. Magic size clusters characterized for their
unusually high cohesive energy and highly symmetric structure
have been reported for 13, 55, and 147 atoms in unsupported
nickel clusters, while 32, 81, and others are secondary magic
sizes.63 However, for supported nanoparticles, the interaction
with the substrate may alter the given sizes as reported in the
literature.64,65 In the present work, the clusters display different
structural behavior for the various values of Eadh, but they never
appear to adopt perfectly symmetric geometries, thus behaving
as regular clusters. The nanoparticles are placed on a model
substrate, whose interaction with the nanoparticle can be
modified through the increase or decrease of a damping factor
in the force field. The force field describes the most relevant
interactions in the nanotube growth including: (1)metal�metal
(MM) interactions, represented using the Sutton Chen poten-
tial;66 (2) carbon�carbon (CC) interactions, characterized by a
modified potential25 inspired in the second generation reactive
empirical bond order (REBO) Brenner potential;67 (3) metal�
carbon (MC) interactions, described using a Tersoff�Brenner
scheme,25 wherein the strength of the interaction depends on
the hybridization of the carbon atoms and the local geometry of
the metal atoms; for instance, on the basis of density functional
theory (DFT) calculations,25 the interaction between carbon
atoms at the nanotube tip (sp2 atoms) and metal is modeled
weaker than the interaction between carbon atoms at the
nanotube rim (sp atoms) and metal; (4) carbon�substrate

interactions are described using equivalent expressions to
those for CC interactions, but using a different damping factor;
(5) metal�substrate interactions are described using equivalent
expressions to those for MC interactions, but different parame-
trization. A detailed description of the force field equation can
be found elsewhere.25 This force field has been proven useful to
get insights on the nanotube growth and to determine how the
interplay of the different interactions promotes either nanotube
growth or encapsulation for supported and unsupported na-
noparticles as a function of temperature, nanoparticle size, and
strength of metal�substrate interactions.37�39

At the beginning of the simulations, the nanoparticle is
located at the center of a tetragonal simulation box, whose
dimensions are c = 84.0 Å and a = b = 25.0 Å for Ni32 and Ni80,
and 39 Å for Ni160. Precursor atoms initially appear in the gas
phase at random positions according to the desired density
(0.0001 atoms/Å3). The number of precursor atoms is such that a
preset gas density is maintained, and they move inside the
simulation box according to the simulation temperature. When
“by chance” a precursor atom contacts the nanoparticle, it is
instantaneously converted into a carbon atom and new pre-
cursor atoms appear at a random position in the gas phase.
Thus, there is neither a predetermined carbon addition rate of
carbon nor predetermined addition sites on the nanoparticle.
There are no interactions between a precursor atom and either
metal, carbon, or substrate atoms. However, when a precursor
atom travels closer than 1.0 Å to a metal atom, it irreversibly
transforms into a carbon atom whose interactions with the rest
of the system are described accordingly. For all sizes, the
number of carbon atoms dissolved inside the nanoparticle
reaches a maximum within 500 ps. However, it must be noted
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that segregation to the surfacewas observed before this “super-
saturation” occurs. This algorithm models an instantaneous
irreversible catalysis, thus accelerating the growth with respect
to experimental rates.68 The temperature is set at 1000 K, which
is representative of CVD growth,13,15,69 and separately rescaled
to the target temperature for each species. The parameters used
in our simulations result in the following interaction energies:
(i) carbon�carbon ∼ �5.0 eV, (ii) sp2-carbon�metal ∼ �0.10 eV,
(iii) sp-carbon�metal∼�2.78 eV, (iv) carbon�substrate∼�1 �
10�5 eV, (v) metal�substrate interaction Eadh takes different
values, namely, �0.10, �0.16, �0.43, �0.70, and �1.39 eV.
Typical values for Eadh range from �0.14 to �0.62 eV for metal
supported on MgO and �2.47 eV for metal supported on
SrTiO3.

70,71 We note that a number of factors can affect the
interaction strength between nanoparticle and substrate. For
instance, Eadh can change with the nanoparticle size/shape in a
nonmonotonic fashion72 and can be affected by structural
defects on the support73 or by the presence of functional
groups on the support surface.74 However, some trends can
be observed for commonly utilized supports such as silica,
magnesia, and graphene. Namely, adsorption on silica tends
to be stronger than onmagnesia but weaker than on graphene,
as revealed by Eadh values (per contact atom) of�1.1,72�0.23,75

and �2.07 eV73 for Au5 clusters on silica, magnesia, and
graphene, respectively. On the other hand, calculation of Eadh
for one metal atom on silica76 shows Ni (Eadh = �1.90 eV) to
adsorb more strongly than Fe (Eadh = �1.70 eV), but more
weakly than Co (Eadh = �2.20 eV). However, on magnesia,77 Ni
adsorbs more strongly (Eadh = �1.32 eV) than both Fe (Eadh =
�0.91 eV) and Co (Eadh = �0.81 eV). Increasing the number of
metal atoms, the value of Eadh (per contact atom) decreases. In
silica, the trend ismaintainedwith Eadh =�0.62 and�0.34 eV for
Co and Ni, respectively,78 but not so in magnesia with Eadh ∼
�0.67 and �0.63 eV for Co and Ni, respectively.79 On the other
hand, the relative values of CC and MC interactions agree well
with previous DFT calculations.22 The length of each simulation
is 5.0 ns, which allows one to observe the stages of dissolu-
tion, cap nucleation, and cap lift-off. A simulation step of 0.5 fs
is used. The trajectory is saved so each trajectory frame
represents 0.5 ps of simulation. The trajectories were ana-
lyzed using VMD.80

For each determination of chiral angle, the axial direction of
the growing carbon nanotube is first established using VMD.80

The final trajectory frame is rotated to obtain the “best” view of
the nanotube cross section. Then a straight line passing through
two axis points is drawn, and the system is rotated to obtain the
true length view of this line. Finally, according to the orientation
of the hexagonal pattern of the growing nanotube relative to
this line, the chiral angle (θc) is estimated as high (between 15
and 30�) or low (between 0 and 15�). On the other hand, to
count the number of C atoms occupying a given surface site
type, a utility program was created to identify the atoms on the
surface and classify them using the carbon�metal coordination
number as criteria. For instance, carbon atoms with one metal
neighbor are said to occupy top sites, whereas those with two
metal neighbors occupy bridge sites, or those with three or four
metal neighbors occupy hollow sites.
The simulation statistics were improved by using differ-

ent initial conditions for the catalytic nanoparticle; the differ-
ent initial structures were varied as a function of five distinct
annealing times (ta). During the catalyst preparation in CVD
growth, usually a precursor oxide undergoes a calcination/
reduction/annealing process, which generates the metallic
nanoparticles that catalyze the nanotube growth. The time
frames utilized in these stages can be controlled in order to
modify the catalyst characteristics. For instance, the catalyst
precursor can be partially reduced to control the particle size.16

In a CVD experiment, the structure/diameter of the reduced
nanoparticles, before growth, is unlikely to be identical. Thus,
here the different annealing times are used only to represent
the diversity of initial catalytic structures.
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